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a b s t r a c t 

We present an efficient method for the direct numerical simulation of three-dimensional (3D) boiling 

flows. The liquid-vapor interface dynamics is captured using an interface-correction level set method, 

modified to account for the interface heat and mass transfer due to phase change. State-of-the-art com- 

putational techniques, such as the fast pressure-correction and ghost-fluid methods, are implemented to 

accurately solve the coupled thermo-fluid problem involving large density contrasts and jump conditions. 

The solver is thoroughly validated against four benchmark cases with increasing complexity, which show 

better mass conservation properties than traditional level set methods, thus allowing for coarser grid 

resolutions and lower computational costs. We further demonstrate our method by simulating two real- 

istic 3D boiling flows in greater details. In the first case, a saturated film boiling of water vapor at near 

critical conditions over a horizontal hot flat plate is considered. The results are analyzed by comparing 

the transient evolution of the interface morphology, temperature distribution, space and time averaged 

Nusselt numbers obtained from numerical simulations with the semi-empirical correlation of Berenson 

and existing numerical literature. In the second case, we simulate the condensation and buoyancy-driven 

motion of a single spherical water vapor bubble at different subcooled liquid temperatures and satura- 

tion pressures. We find opposite trends of the condensation rate and the bubble rising velocity when the 

degree of subcooling is increased, and an increase of the condensation rate at lower saturation pressures, 

due to variation of the thermophysical properties. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Liquid-vapor phase-change phenomena are widely encountered

n industrial applications due to their high heat-transfer rates and

he large energy-storage capability [1] . Examples include spray

ooling and combustion, high temperature heat exchangers [2] , re-

rigeration or cryogenic fluid thermosiphon [3] , fluid storage un-

er micro-gravity in space [4] , thermal and nuclear power plants

5] , cooling of electronics [6] . The successful development of these

ulti-scale and multi-physics technologies requires not only well-

anaged system engineering, but also a detailed knowledge of the

nderlying phase-change processes. Experimental studies of such

rocesses are usually costly, time-consuming and demanding in
∗ Corresponding author at: Linné Flow Centre and SeRC (Swedish e-Science Re- 

earch Centre), KTH Mechanics, Stockholm, SE-100 44, Sweden. 
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erms of operating conditions and instrument tolerance. It is there-

ore of paramount importance to develop accurate and efficient

umerical algorithms able to capture the fluid dynamics and re-

olve the interfacial heat and mass transfer down to the micro-

copic scale. 

Computational methods used for multiphase flow simulations

ypically fall under two broad categories, i.e. reduced-order mod-

ls and direct numerical simulations [7] . The former can be fur-

her divided into Eulerian-Lagrangian and Eulerian-Eulerian frame-

orks. In the Eulerian-Lagrangian framework, the dispersed phase

e.g. bubbles) is tracked by point forcing based on constitutive

quations of mass, momentum and energy [8] . The dispersed dy-

amics, such as the bubble-bubble interactions, are typically mod-

led under the assumptions of homogeneity and spherical shape.

his approach allows the explicit calculation of the bubble statis-

ics; although topological changes such as breakup and coalescence

re typically neglected. In the Eulerian-Eulerian framework, the

ispersed phase is described as a field, and both the liquid and

https://doi.org/10.1016/j.ijheatmasstransfer.2020.120382
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
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Nomenclature 

˜ D bubble diameter, m 

�
 g acceleration due to gravity, m / s 2 

˜ h lv latent heat of vaporization, J / kg 
˜ L reference length scale, m 

˜ T temperature, K 

˜ U reference velocity, m / s 

u non-dimensional velocity vector 

g dimensionless gravity 

k dimensionless thermal conductivity 

p dimensionless pressure 

�
 n the outward-pointing unit normal vector 

˙ m dimensionless interface mass flux 

c p dimensionless specific heat at constant pressure 

d dimensionless diameter 

t dimensionless time 

x position vector 
˜ f any dimensional quantity, f 

Fr Froude number, 
˜ U 2 

˜ g ̃ L 

Gr Grashof number, 
gβ ˜ ρl ( ̃ ρl − ˜ ρv ) ̃ L 3 

˜ μ2 
l 

Ja Jacob number, 
˜ c p,l (�

˜ T ) 

˜ h lv 
Pe Péclet number, Re Pr 

Pr Prandtl number, 
˜ μl ̃ c p,l 

˜ k l 

Re Reynolds number, 
˜ ρl 

˜ U ̃ L 

˜ μl 

We Weber number, 
˜ ρl 

˜ U 2 ˜ L 

˜ σ
ρ non-dimensional density 

κ interface mean curvature 

φ level set function 

˜ σ surface tension coefficient, N / m 

μ dimensionless dynamic viscosity 
˜ β coefficient of thermal expansion, 1 / ̃  T sat , 1/ K 

� ˜ T sup superheated temperature, ( ̃  T w 

− ˜ T sat ) , K 

� ˜ T sub subcooled temperature, ( ̃  T sat − ˜ T l ) , K 

ε interface finite thickness, 3/2 �h 

˜ γ dimensional thermophysical property 

˜ ρ dimensional density, kg / m 

3 

˜ μ dimensional dynamic viscosity, Pa · s / m 

2 

˜ k dimensional thermal conductivity, W / m · K 

˜ c p dimensional specific heat at constant pressure, 

J / kg · K 

θ non-dimensional temperature, 
T −T re f 

T w −T re f 

sat saturated 

sup superheated 

sub subcooled 

pc phase change 

mc mass correction 

c correction 

l liquid phase 

v vapor phase 

w wall surface 

� liquid-vapor interface 

n + 1 new time step 

n old time step 

gas phases are solved simultaneously using separate conservation

equations [9] . This approach is suitable for modeling of large-scale

industrial flow, such as bubble columns. However, the closure laws

for the conservation equations of mass, momentum, energy, and/or
he bubble surface area require sophisticated modeling and are

ypically not valid on a general basis. 

In contrast to the reduced-order descriptions, direct interface-

esolved numerical simulations can capture the bubble motion and

eformation down to the grid resolution. Depending on the grid

enerating techniques [10] , these methods can be broadly grouped

nto (i) body fitting methods, (ii) front tracking methods, and (iii)

nterface capturing methods. Body fitting methods, also referred

o as the Lagrangian moving body-fitted mesh approaches [11,12] ,

re numerically complex and computationally expensive as they

equire frequent re-meshing to handle large topological changes.

ront tracking methods (FTM) [13–16] are a semi-Lagrangian and

emi-Eulerian approach where moving Lagrangian particles are

racked inside an Eulerian fixed domain. Compared to body fitting

ethods, the FTM are computationally less expensive, but they

till require a cumbersome treatment for interface merging and

ragmentation. Finally, interface capturing methods, such as the

evel set (LS) [17,18] , the volume-of-fluid (VOF) [19–21] , the cou-

led level set and volume-of fluid (CLSVOF) [22–26] , the Volume

f fluid and level SET (VOSET) [27] , and Lattice-Boltzmann Method

LBM) [28] are completely Eulerian and calculate the dynamics of

he interface based on the advection of an indicator color func-

ion on a fixed grid. Compared to (i) fitting or (ii) tracking, these

apturing methods are probably the easiest to implement, can au-

omatically handle large topological changes, and are highly effi-

ient when computed in parallel. Therefore, these capturing meth-

ds have gained increasing popularity in multiphase flow simu-

ations, especially if breakup and coalescence are frequent. Along

ith the above interface capturing methods, various surface ten-

ion models have been proposed to impose the stress jump across

he liquid-vapor interface. These include the continuous surface

ension force (CSF) [29] , continuous surface tension stress (CSS)

30] , parabolic reconstruction of surface tension (PROST) [31] , and

host fluid method (GFM) [32,33] . The difference between these

ethods lies in the numerical treatment of the singular forcing;

ee Ref. [34] for a recent comparison on some of the methods and

urther discussions. 

When heat and mass transfer occurs across the liquid-vapor

nterface, the energy conservation is usually modeled via Rank-

ne - Hugoniot jump conditions [35] . In the literature, various

hase change approaches have been proposed for numerical simu-

ations of boiling flows: the sharp interface based model [23,36–

8] , the ghost fluid method (GFM) based model [33,35,39] , and

iffused model [40] . More specifically, to simulate saturated film

oiling flow over a horizontal flat heater surface, various numer-

cal methods such as FTM [1,36,41] , LS [33,35,37,39] , VOF [38,42–

5] , CLSVOF [23–25,46–48] , VOSET [27,49–52] and LBM [53,54] ,

ave been reported in the literature. We note that the vast major-

ty of these numerical studies considers mostly 2D saturated film

oiling flows; only limited studies of 3D film boiling flow are car-

ied out in [1,45] . In these works, a one-dimensional Stefan prob-

em [38] and the saturated film boiling of a single bubble over

 horizontal flat heater [36–38,42] have been widely used as the

enchmark test cases. Son and Dhir [37] simulated the LS method

ith 2D saturated film boiling of water and its vapor at near criti-

al conditions of saturated pressure, ˜ p sat = 21 . 9 MPa and saturated

emperature, ˜ T sat = 646 . 15 K. 

Detailed numerical studies of complex two-phase flows with

hase change, using LS/GFM and sharp interface capturing, are ex-

ensively presented in [33,35,39,55–60] . Gibou et al. [35] proposed

 sharp interface capturing method using LS/GFM for the direct

umerical simulation (DNS) of incompressible multiphase flows

ith phase change. They preserved the discontinuous nature of all

he variables across the interface except for the dynamic viscos-

ty, which was smeared with a discretized delta function. Tanguy

t al. [39] presented a LS/GFM framework for capturing the in-
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erface motion with accurate jump conditions, for heat and mass

ransfer in droplet evaporation. Tanguy et al. [33] performed di-

ect numerical simulations of boiling flows with a sharp interface

ormulation using the LS/GFM. The extrapolation technique of dis-

ontinuous variables is an important feature of the GFM. A thin

hermal boundary layer around the bubble and the boiling mass

ransfer rate are accurately computed with an affordable grid res-

lution. They observed that a smoothed velocity jump condition at

he interface can lead to erroneous mass transfer rate predictions,

hereas the GFM performs better. Huber et al. [57] performed a

irect numerical simulation of nucleate boiling using the LS/GFM

ramework at large microscopic contact angle with moderate Jakob

umber (Ja < 50) and high-density ratio. Their numerical re-

ult of bubble departure diameter shows 10% over-prediction com-

ared to experimental data. Recently, Scapin et al. [61] proposed

 VOF method for phase change problems. Lupo et al. [62] pro-

osed a new Immersed Boundary Method (IBM) for the interface

esolved simulation of spherical droplet evaporation in gas flows.

ee et al. [63] investigated the smooth distribution of the sharp

hase change velocity jump condition within a finite thickness of

he interface. The improved implicit mass flux projection and the

ost advection velocity correction step ensure the divergence-free

ondition of the velocity field across the interface region. In the

resent study, a GFM based phase change model considered simi-

ar to Tanguy et al. [33,39] to simulate the three-dimensional satu-

ated film boiling of water and its vapor at near critical conditions

f saturated pressure, ˜ p sat = 21 . 9 MPa and saturated temperature,
˜ 
 sat = 646 . 15 K. 

Furthermore, we shall here perform a numerical simulation

f 3D subcooled boiling of a single spherical bubble in a quies-

ent liquid to evaluate our GFM-based 3D phase change model at

igh densities and viscosities ratios. The subcooled boiling process

ccurs when the saturated or superheated vapor bubble is sur-

ounded by a quiescent subcooled bulk liquid. Initially, the quies-

ent liquid is at temperature, ˜ T l below the saturation temperature,
˜ 
 sat where ˜ T l < 

˜ T sat . This situation is widely encountered in light

ater reactors (LWRs), boiling water reactors (BWRs) and pressur-

zed water reactors (PWRs) [64] . The safety and optimal design

f water reactors depends critically on the presence of the va-

or bubble which is significantly affected by the system pressure

rop, rate of heat and mass transfer, and the flow stability [65] .

revious experimental studies of subcooled pool and flow boiling

re presented in a number of references [66–75] . Kim and Park

71] experimentally investigated the subcooled boiling of a sin-

le bubble at low pressure and provided a correlation for the in-

erface heat transfer coefficient as function of the local Reynolds

umber, Re , Prandtl number, Pr and Jacob number, Ja of the sub-

ooled liquid phase. Lucas and Prasser [72] experimentally studied

he steam-water flow in a vertical pipe using novel wire-mesh sen-

ors for high pressure and temperature conditions. They observed

hat the bubble break-up is significantly influenced by the conden-

ation process due to the change in the surface area. In these ex-

erimental studies, it is however difficult to measure the complex

ow physics and heat transfer mechanism of the bubble condensa-

ion. 

Numerical simulations of subcooled boiling flow can be found

n the literature, using either the VOF-CSF approach based on

he open source software OpenFOAM [64,76,77] , a modified user

efined function (UDF) in the ANSYS-FLUENT CFD software [78–

0] and a geometric reconstruction of piecewise linear inter-

ace calculation (PLIC) based VOF method [81] . In particular, Jeon

t al. [78] estimated the rate of bubble condensation in terms of

he heat transfer coefficient at the interface obtained from the bub-

le velocity, liquid subcooled temperature and transient condens-

ng spherical-bubble diameter. Bahreini et al. [76] numerically in-

estigated the 2D single bubble dynamics with forced flow and ob-
erved that the initial bubble size, liquid water subcooled temper-

ture and inflow velocity of the bulk liquid water all play an im-

ortant role for bubble deformation. Due to the velocity gradients,

he condensing vapor bubble moves towards the region of higher

elocity and then back to lower velocity region according the rate

f subcooling. Samkhaniani and Ansari [77] accounted for the ef-

ect of (i) constant saturation temperature and (ii) local saturation

emperature of the vapor bubble as a function of thermodynamic

ressure which is non-uniform in quiescent subcooled water due

o surface tension and acceleration due to gravity. These authors

bserved that for constant saturated temperature of the bubble,

he bubble diameter reduces linearly due to the uniform temper-

ture difference between the saturated vapor bubble and the sub-

ooled liquid phase. The various bubble regimes are related to the

ole of the additional forces acting on the bubble such as capil-

ary and buoyancy. Due to the condensation, the bubble reduces in

ize gradually and eventually collapses [82] . Numerical modeling

f multiple bubble condensation is useful to understand and im-

rove the continuum models of large scale subcooled boiling. Liu

t al. [80,83] developed a geometric piecewise linear interface cal-

ulation (PLIC) based on the volume of fluid (VOF) method to sim-

late multiple bubble condensation. These authors observed that

he rate of condensation of a single bubble can be strongly influ-

nced by the velocity of the fluid flow and the temperature differ-

nce between the saturated bubble and the subcooled bulk liquid.

n the case of multiple bubble condensation, the interaction be-

ween adjacent bubbles leads to an increase of the condensation

ate of the lower bubble due to random perturbation induced by

he upper surrounding bubbles. The interaction with the surround-

ng bubbles can be neglected if the distance between adjacent bub-

les is large enough. 

Sheykhi et al. [84] numerically studied the evaporation of up-

ard saturated flow in a near-vertical tube. Toghraie [85] simu-

ated the boiling flow of a turbulent jet impinging over a heated

urface. Azadbakhti et al. [86] simulated turbulent boling flow in-

ide a tube with a porous medium. Recently, Molecular Dynamics

imulations (MDS) are on the rise for the investigation of boiling

ows in microfluidic scenarios [87–93] . 

Based on the above literature review, it is observed that simula-

ions of boiling flow models are extensively performed in 2D using

 S, VOF, CL SVOF, VOSET, FTM, LBM based approaches. Further ex-

ension of these 2D phase change numerical methods for the mod-

ling of 3D boiling flows is mathematically difficult due to the ge-

metric reconstruction algorithm, and ends up being computation-

lly expensive [23,45] . To avoid these issues, the LS/GFM approach

s widely used for 3D boiling flows. However, the LS method with

e-distancing algorithm has a known problem of mass loss, and

herefore requires a very fine grid resolution with high computa-

ional cost to achieve accuracy. To overcome the mass loss issue

any hybrid approaches for two-phase flow without phase change

ere developed, such as the global interface mass correction ap-

roach of of Ge et al. [94] , which is extended to phase change and

urther developed in the present work, to simulate 3D boiling flow

roblems such as saturated pool-film boiling and subcooled pool-

oiling/condensation. 

A projection method with a fast pressure Poisson equation

olver, similar the one used by Dodd and Ferrante [95] , is em-

loyed for the pressure-velocity coupling, based on fast Fourier

ransforms (FFT) and Gauss elimination. To model the jump con-

itions for normal velocity, temperature and mass flux across

nterface due to phase change, the linear extrapolation tech-

ique of Aslam [96] is implemented, similarly to the efficient

host Fluid method (GFM) of Tanguy et al. [33,39] . The present

ass-preserving Interface Correction Level Set-Ghost Fluid Method

MICLS-GFM) based model is validated against various benchmark

est cases in the literature. Simulations of 3D saturated film boiling
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of near critical water over a horizontal plane heated surface and

condensation of a spherical bubble in a quiescent subcooled liquid

water at various operating conditions are presented and discussed.

2. Mathematical formulation 

In the numerical modeling of boiling flows, the conservation

of mass, momentum, and energy equations are tightly coupled to

each other. These governing equations require an additional modi-

fication to account for interface jump conditions as extensively dis-

cussed in the literature [35–39] . The continuity equation is modi-

fied at the gas-liquid interface to account for the interface mass

transfer, the momentum equations are modified to account for the

surface tension force, viscosity jump and momentum exchange due

to the phase change; finally, the energy equation is modified to ac-

count for the latent heat of vaporization [23] . In the present study,

we investigate three-dimensional, unsteady, incompressible, New-

tonian boiling flows. 

2.1. Governing equations 

In the single phase incompressible bulk fluid region, the gov-

erning equations of continuity, momentum and energy conserva-

tion are written in non-dimensional form Ge et al. [94] as 

∇ · u = 0 , (1)

∂ u 

∂t 
+ u · ∇ u = 

1 

ρi 

(
μi 

Re 
∇ 

2 u − ∇p 

)
+ 

g 

Fr 
, (2)

∂θ

∂t 
+ u · ∇ θ = 

k i 
ρi c p,i Pe 

∇ 

2 θ, (3)

where u = u ( x , t) is the non-dimensional velocity vector, p =
p( x , t) is the pressure field, g is a unit vector aligned with the ac-

celeration due to gravity. The non-dimensional temperature is de-

fined as θ = 

(
˜ T − ˜ T re f 

˜ T w − ˜ T re f 

)
, where ˜ T is the dimensional temperature in

K and the subscripts w and ref indicate the wall surface and the

reference fluid phase. The non-dimensional ratios of thermophys-

ical properties include density ρ i , dynamic viscosity μi , thermal

conductivity k i and specific heat at constant pressure c p,i . In gen-

eral, the non-dimensional ratios of any thermophysical property,

γ i , is defined as the ratio of the quantity in the fluid, ˜ γc, f in each

cell to the corresponding reference fluid phase ˜ γre f . 

The non-dimensional parameters of the reference fluid phase

are the Reynolds number, Re is defined as the ratio of the iner-

tia force to viscous force as Re = 

˜ ρl 
˜ U ̃ L 

˜ μl 
, the Froude number, Fr is

defined as the ratio of the flow inertia to the external gravitational

field as F r = 

˜ U 2 

˜ g ̃ L 
, the Péclet number, Pe is defined as the ratio of the

rate of advection of a physical quantity by the flow field to the rate

of diffusion of the same quantity driven by an appropriate gradi-

ent, computed for the heat transfer as the product of the Reynolds

number and the Prandtl number Pe = ReP r with the Prandtl num-

ber, Pr is defined as the ratio of momentum diffusivity to thermal

diffusivity, P r = 

˜ μl ˜ c p,l 

˜ k l 
. These dimensionless parameters are based

on the reference length 

˜ L , velocity ˜ U , time ˜ t , temperature ˜ T re f ,

gravitational constant ˜ g , and the uniform thermophysical proper-

ties at the saturation condition of the reference liquid phase: den-

sity ˜ ρl , dynamic viscosity ˜ μl , thermal conductivity ˜ k l and specific

heat at constant pressure ˜ c p,l . 
1 Subscripts v and l denote the vapor

phase and the liquid phase, respectively. In the energy conserva-

tion equation, the effect of the viscous dissipation is neglected. 
1 The dimensional quantity of any variable, f is defined with a symbol tilde ˜ f 

throughout the paper. 

t  

c  

a  

t

.2. Dimensional jump conditions 

As the level-set (LS) method is a sharp interface capturing

ethod, the governing equations are carefully discretized using

arious jump conditions. These jump conditions are classified into

hree categories: material property jump conditions, zero-order

ump conditions and first order jump conditions [97] . To define the

ump condition from the liquid phase, l , to the vapor phase, v , the

ump operator, [ ·] � of any quantity (e.g. f ) across the interface � is

efined [33,97] as 

 f ] � = f v − f l . (4)

The material jump conditions of the thermophysical properties,

 ̃  γ ] �, such as density, dynamic viscosity, thermal conductivity and

pecific heat at constant pressure are generally written as 

 ̃  γ ] � = ˜ γv − ˜ γl . (5)

The enthalpy jump condition, [ h ] � = ̃

 h v − ˜ h l is the latent heat

f vaporization, ˜ h lv . 

The zero-order jump conditions include the jumps in the nor-

al velocity, ˜ u , and in the pressure field, ˜ p , across the interface �.

he appropriate jump condition for the interface normal velocity ũ

s expressed [33,35] in the case of phase change as: 

 ̃  u ] � = 

˙ ˜ m 

[ 
1 

˜ ρ

] 
�

�
 n , (6)

here, ˙ ˜ m is the rate of interface mass flux in kg / s · m 

2 and 

�
 n is

he interface unit normal vector, directed from the liquid phase to-

ards the vapor side of the interface. To impose the appropriate

ump condition for the interfacial discontinuous pressure field, p̃

ne needs to consider the effect of the volumetric surface tension

orce, viscosity difference and momentum exchange due to inter-

ace mass transfer, ˙ ˜ m, see also [33,35,97] , 

 ̃

 p ] � = ˜ σ ˜ κ + 2 [ ̃  μ�
 n 

t · ∇ ̃  u · � n ] � − ˙ ˜ m 

2 
[ 

1 

˜ ρ

] 
�

, (7)

here ˜ κ is the interface mean curvature, �
 n 

t is the transpose of

  , and ˜ σ is the surface tension coefficient in N / m , which is here

ssumed to be constant, though it usually depends on both tem-

erature and concentration gradients [36] . Hence, the effect of the

ontinuous tangential stress [37] along the liquid-vapor interface is

eglected, ∇ ̃  σ = 0 ( i.e. no Marangoni convection effect). 

The first-order jump condition is referred to as Rankine-

ugoniot jump [35] and is used to account for the balance be-

ween the conservation of mass and energy across the interface.

ccording to the first law of thermodynamics, the jump condition

f the local heat flux normal to interface, [ q ′′ ] � · � n can be written

s 

 q 

′′ ] � · � n = [ ̃ k ∇ ̃

 T ] � · � n , (8)

here the interface heat flux, [ q ′′ ] � = 

(
q ′′ v − q ′′ 

l 

)
is computed us-

ng Fourier’s law as [ ̃ k ∇ ̃

 T ] � = 

(
−˜ k v ∇ ̃

 T v + ̃

 k l ∇ ̃

 T l 
)

[38,43] . The inter-

ace temperature gradient of the vapor phase, ∇ ̃

 T v and of the liquid

hase, ∇ ̃

 T l are numerically computed using second order accurate

host linear extrapolation similar to literature [33,35,98] . 

Introducing the latent heat of vaporization, ˜ h lv , the interface

eat flux [33,38] can also be written as, 

 q 

′′ ] � · � n = − ˙ ˜ m 

(
˜ h lv + 

(
˜ c p,l − ˜ c p, v 

)(
˜ T sat − ˜ T �

))
�
 n , (9)

here ˜ T sat and 

˜ T � are the saturation temperature and interface

emperature in K , respectively. Various approximations have been

onsidered to compute the interface temperature, ˜ T �; among those,

 Dirichlet boundary condition with constant saturation tempera-

ure of ˜ T = 

˜ T sat is widely imposed [23,36–38,43,46] . 
�
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Based on the uniform saturation condition at the interface, the

ass flux normal to the interface is simplified to [43] 

˙ ˜ 
 = −

(
−˜ k v ∇ ̃

 T v + ̃

 k l ∇ ̃

 T l 
)

˜ h lv 
· � n . (10) 

Using a whole domain (or single-fluid) formulation similar to

uber et al. [57] , the energy conservation equation with latent

eat transfer due to phase change is written as: 

˜ ̃  c p 

(
∂ ̃  T 

∂ ̃  t 
+ 

˜ u · ∇ ̃

 T 

)
= ∇ ·

(
˜ k ∇ ̃

 T 
)

− ˙ ˜ m ̃

 h lv δ�. (11) 

On the discrete level, the above energy equation is solved tem-

orally using a three-stage total-variation-diminishing (TVD) third

rder Runge-Kutta (RK-3) scheme [94] and spatially using a Fifth

rder High-Order Upstream-Central (HOUC-5) scheme [99] . The

iffusion term is discretized by the typical second order Central

ifferencing (CD-2) scheme, and the jump conditions of tempera-

ure and mass flux across the interface is considered using the PDE

ased linear extrapolation approach [33,96] . 

.3. Interface heat and mass transfer model 

In the phase change model, the mass jump condition, ˙ ˜ m across

he interface is written as 

˙ ˜ 
 = [ ̃  ρ( ̃  u − ˜ u int ) ] � · � n = 0 , (12)

nd the jump condition of the energy across the interface, � is 

˜ ρ ˜ h ( ̃  u − ˜ u int ) 
]
�

· � n = −[ q 
′′ 
] � · � n , (13)

here [ q ′′ ] � · � n = 

(
q ′′ v − q ′′ 

l 

)
· � n is the net conduction heat flux

cross the liquid-vapor interface. Based on the balance between

ass and energy jump conditions, the interfacial mass flux, ˙ ˜ m can

e rewritten as 

˙ ˜ 
 = 

−[ q 
′′ 
] � · � n 

˜ h lv 
. (14) 

Due to the interface phase change, the interface normal velocity

eld, [ ̃  u ] � = ( ̃  u − ˜ u int ) · � n is computed across the interface as 

 ̃  u ] � = 

˙ ˜ m · � n 

[ 
1 

˜ ρ

] 
�

, (15) 

here the reciprocal of the density jump condition, 

[ 
1 
˜ ρ

] 
�

is calcu-

ated as 

(
1 
˜ ρv 

− 1 
˜ ρl 

)
. 

Re-writing the mass flux, ˙ ˜ m in ( Eq. (15) ) using ˜ u int in the mov-

ng reference frame, viz. 

˙ ˜ 
 = ˜ ρl ( ̃  u l − ˜ u int ) · � n = ˜ ρv ( ̃  u v − ˜ u int ) · � n , (16)

The velocity front, ˜ u int , defining the transient evolution of the

nterface in the moving reference frame, becomes 

˜  int = ˜ u l −
˙ ˜ m 

˜ ρl 

�
 n = ˜ u v −

˙ ˜ m 

˜ ρv 
�
 n . (17) 

.4. Modified non-dimensional jump conditions 

The non-dimensional form of the interface mass flux, ˙ m in

q. (10) , is expressed by Luo et al. [100] as 

˙ 
 = 

Ja 

Pe 
( k i ∇ θv − ∇ θl ) · � n , (18) 

here θ is the non-dimensional temperature, and the Jacob or

akob number, Ja , is defined as the ratio of sensible heat to latent

eat absorbed (or released) during the phase change process with
espect to the reference phase, Ja = 

c p,l �
˜ T re f 

˜ h lv 
. The interfacial tem-

erature gradient, ∇θ , is calculated with a second-order accurate

host linear extrapolation similar to Tanguy et al. [33] , Gibou et al.

35] . 

The dimensionless form of the interface normal velocity, [ u ] �,

s written as 

 u ] � = 

˙ m · � n 

1 − ρi 

ρi 

= 

1 − ρi 

ρi 

Ja 

Pe 
( k i ∇ θv − ∇ θl ) · � n , (19)

hereas the dimensionless form of the conservation of mass across

he interface region is [100] 

 · u = 

1 − ρi 

ρi 

Ja 

Pe 
( k i ∇ θv − ∇ θl ) · � n . (20) 

The interfacial pressure jump condition of Eq. (7) , becomes in

on-dimensional form Luo et al. [100] : 

 p] � = 

κ

We 
+ 

2 

Re 

[
μn 

t · ∇ u · n 

]
�

−
(

Ja 

Pe 
( k i ∇ θv − ∇ θl ) 

)2 1 − ρi 

ρi 

, 

(21) 

here κ is the dimensionless mean curvature of the interface [94] .

he Weber number, We is the ratio of inertial forces to surface ten-

ion forces and is defined as W e = 

˜ ρl 
˜ U 2 ˜ L 

˜ σ . The normal derivative of

he discontinuous interface velocity due to the phase change pro-

ess is accounted using a simple ghost velocity extension approach

imilar to Tanguy et al. [33] . 

.5. The classical level set method 

In the current numerical framework, we advect the liquid-

apor interface using a modified version of the mass-preserving

nterface-correction level set method (MICLS) that was originally

roposed in [94] . In the classical LS method [17,101] , the mov-

ng interface is represented as the zero iso-contour of a shortest-

istance function φ( x , t ), i.e. � = { x | φ( x , t) = 0 } . In the liquid

hase, the LS function is defined as the positive distance to the

nterface, φ( x , t) = + d, whereas in the discrete vapor-phase re-

ion, the LS function is negative, φ( x , t) = −d. The advection equa-

ion for φ in the case of phase change problems is written as

33,35,37] 

∂φ

∂t 
+ u � · ∇φ = 0 , (22) 

here u � is the dimensionless velocity of the moving front and is

efined using Eq. (17) as 

 � = u l −
˙ m 

ρl 

�
 n = u v − ˙ m 

ρv 
�
 n . (23) 

Note that the underlying velocity field is discontinuous across

he interface, see Eq. (15) . Due to the non-uniform advection ve-

ocity, φ will therefore lose its regularity over time. To ensure

umerical stability and accuracy, it is customary to regularly re-

hape φ into the signed distance function by solving the following

amilton-Jacobi equation [102] 

∂φ

∂τ
+ S(φ0 ) ( |∇φ| − 1 ) = 0 , (24)

here τ is the pseudo-time, and S ( φ0 ) is the mollified sign func-

ion (see e.g. [94] for its definition). Eq. (24) is typically iter-

ted once per ten physical time steps. The numerical schemes for

olving Eqs. (22) , (24) are the same as in [94] . Specifically, we

se a third-order Runge-Kutta (RK-3) scheme for the temporal in-

egration, a fifth-order Higher Order Upstream Central (HOUC-5)

cheme [99] for the convective terms in Eq. (22) , and a fifth-order

eighted essentially non-oscillatory (WENO-5) scheme for the spa-

ial discretizations in Eq. (24) . 
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In the LS method, the unit normal vector, � n , and the interface

mean curvature, κ , can be readily computed from the level set

function 

 n = 

∇φ

|∇φ| , κ = −∇ · � n . (25)

The thermophysical properties, γ ( ρ , μ, k, c p ), can be written as

γ (φ) = γl H(φ) + γv ( 1 − H(φ) ) , (26)

where H ( φ) is a smoothed Heaviside function obtained from the

continuous LS function, φ as 

H(φ) = 

{ 

1 if φ > ε, 
1 
2 

+ 

φ
2 ε + 

1 
2 π sin ( πφ

ε ) if | φ| ≤ ε, 

0 if φ < −ε. 

(27)

For a uniform grid spacing, �h , the interface is assumed to a

have finite thickness ε = 

3 
2 �h . The Heaviside function, H ( φ) effec-

tively smears the discontinuity across the liquid-vapor interface,

avoiding numerical instability [103] . 

Solving both LS advection and re-distancing does not guarantee

mass conservation [82,104,105] due to the numerical errors arising

in the discretization schemes. To overcome this problem, various

global mass correction schemes have been proposed [82,94,105] .

Here, the interface correction L S (ICL S) method of [94] is modified

to simulate 3D phase change problems. 

2.6. MICLS-based global mass correction method 

The main advantages of the level set method are its simplic-

ity and accurate curvature calculation, which reduces erroneous

velocities and spurious currents [19,29] commonly occurring in

interface capturing methods [94,106] . The disadvantage, however,

is the inherent mass loss when applied to incompressible, multi-

phase flows. As discussed earlier, many effort s have been devoted

to overcoming the issue of mass loss by e.g. coupling with the

VOF method, so called CLSVOF [23] and VOSET [27] methods. Note,

however, that the geometric reconstruction and advection proce-

dure of the VOF method becomes numerically difficult and com-

putationally expensive for 3D problems [20,21] . 

In this study, the MICLS is applied across the finite thickness of

the interface region to obtain global mass conservation for boiling

flows. To improve the LS method to conserve mass, the interface

velocity correction approach of [94] is extended to phase change

processes. The modifications proposed here take into account the

velocity jump due to phase change, while maintaining the simplic-

ity of the standard level set method. The detailed algorithm is de-

scribed below. This velocity correction is not required at every time

step and has a limited computational cost. The interface velocity

correction is based on the solution of a PDE as for the LS advec-

tion equation. 

As in [94] , we solve an additional advection equation to com-

pensate the mass loss, viz. 

∂φ

∂t 
+ u c · ∇φ = 0 , (28)

where u c is the interface correction velocity field, satisfying ∫ 
�

�
 n · u c d� = 

δV 

δt 
. (29)

Here, δV / δt denotes the dispersed volume (e.g. bubbles) that

is numerically lost over some time. Since the bubble volume can

change physically due to boiling or condensation, the actual rate

of mass loss at time n is (
δV 

δt 

)
(n ) = 

(
V 

(n ) − V 

(n −N mc ) 
)

− δV 

(n ) 
pc 

N mc �t 
, (30)
here δV (n ) 
pc is the volume change due to phase change at time

evel n , and N mc is the number of time steps between each cor-

ection, solution of Eq. (28) . Here, we choose N mc = 20 , that is, we

erform the mass correction every 20 physical time steps. 

In Eq. (30) , V 

( n ) and V (n −N mc ) can be obtained easily by integrat-

ng the Heaviside function, Eq. (27) , over the whole domain, e.g. 

 

(n ) = 

∫ 
�
(1 − H(φ(n ) )) d�. (31)

δV (n ) 
pc depends on the integral of the interface velocity, from the

ast time the mass correction was performed to the present time,

.e. 

V 

(n ) 
pc = 

∫ t (n ) 

t (n −N mc ) 

∫ 
�

�
 n · u �d �d t ′ . (32)

Numerically, the surface integral in Eq. (32) can be approxi-

ated by the sum of the interface velocity multiplied by a Dirac

elta function, 
 

�

�
 n · u �d� � 

∑ 

( � n · u �) δ(φ)�x �y �z (33)

here δ( φ) is the derivative of Eq. (27) 

ε (φ) = 

{ 

0 if φ > ε
1 

2 ε

(
1 + cos ( πφ

ε ) 
)

if | φ| ≤ ε
0 if φ < −ε

. 

Finally, the algebraic form of the correction velocity is ex-

ressed in the same way as in [94] , 

 c (φ) = 

δV 

δt 

κ(φ) 

A �
∇H(φ) , (34)

here A f = 

∫ 
� κ(φ) δ(φ) |∇φ| d�. The interface correction velocity

 c becomes large for highly curved interfaces, because the local in-

ormation of the interface is used to obtain the global mass con-

ervation. The mass correction is used to correct the LS function

ear the interface, before the LS re-initialization is performed. 

. Numerical model validations 

The ICLS method was extensively validated by Ge et al. [94] for

imulating 3D two-phase flows without phase change. Here, we

resent validations for flows with phase change. In the numeri-

al verifications of the present model, we consider (i) the LS ad-

ection, re-distancing and modified LS mass correction algorithm

f [94] , (ii) a linear ghost extrapolation of the non-divergence free

elocity field as in [33] , (iii) a second order accurate extrapolation

f the temperature as in [96,98] and (iv) a second order extrapola-

ion of the phase-change mass flux [33] across the finite thickness

f the interface region. 

.1. Evaluation of the LS advection algorithm 

Here, a simple analytical benchmark test case is used to eval-

ate the LS advection, re-initialization and MICLS based mass

orrection algorithms for simulating two-phase flows with phase

hange. We consider a spherical bubble undergoing uniform ex-

ansion as discussed in [33,107] . In detail, an initially spherical gas

ubble linearly expands by an externally-imposed constant inter-

ace mass flux, with uniform interface normal velocity, [ u ] � = 0 . 1 .

his test case does not require the solution of the Navier-Stokes

nd energy equations, only of the LS-related algorithms. Also, the

ffects of the thermophysical properties of the working fluids and

he acceleration due to gravity are neglected. Initially, a zero veloc-

ty field is imposed in the whole computational domain. The evo-

ution of the dimensionless spherical bubble diameter, d ( t ) func-

ion of the non-dimensional time, t is given by d(t) = d(0) + [ u ] t,
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Fig. 1. Grid resolution study for the test case of uniform expansion of a spherical bubble. 
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here, d(0) = 1 is the initial dimensionless bubble diameter. In the

imulations, we consider the spherical bubble at the centre of a cu-

ic domain of length, l = 4 d(0) . The cubic domain is uniformly dis-

retized using an increasing grid resolution of 16 3 , 32 3 , 64 3 , 128 3 

nd 256 3 , with corresponding grid size, �h = d(0) /N d = 1/4, 1/8,

/16, 1/32 and 1/64. A constant time step of �t = 10 −3 is used. 

The non-dimensional spherical bubble diameter at dimension-

ess time, t = 5 obtained from three different algorithms is com-

ared with the exact analytical solution in Fig. 1 . In particu-

ar, we consider a classical LS method implementation (denoted

SM), an interface-correction level set using the analytically known

xact volume (MICLS-Exact) and the same approach with cor-

ections obtained integrating from the interface normal velocity

MICLS-Modified). A simple visualization like that in panel a) does

ot enable us to differentiate the various mass corrections even

or the coarse grid resolution of �h = 1 / 8 . Hence, we report in

anel b) of the same figure the ratio between the bubble diam-

ter at t = 5 from the simulations and the theoretical value, d r =
 (t) num 

/d (t) exact , for the different resolutions considered. The data

how that the correct and modified MICLS well approximate the

xact solution already at low resolution (4 and 8 grid points per

ubble diameter), whereas a classic LS would require 32 points to

chieve a similar accuracy. For a simple test case like this one, the
resent LS advection with mass correction algorithms becomes in-

ependent of the grid resolution unlike classical LS without mass

orrection. 

The absolute error or L 1 error norm is the difference be-

ween the computed value and true value, is defined here as E =
 d (t) num 

− d (t) exact | , is reported in Fig. 1 (c) for the different grid

esolutions under investigation in logarithmic scale. The error at fi-

al time at t = 5 from the different implementations indicates that

he order of convergence for the classical LS method without mass

orrection varies between first and second. The LS method with

ICLS based mass correction displays an order of convergence be-

ween first and second for the coarser grids and close to second

rder accuracy for finer grids. Hence, the LS method with MICLS

ased mass correction is able to conserve mass already at coarse

rid resolution, which implies a lower computational cost than for

he classical LS method. 

.2. Non-divergence free Interface velocity 

In our approach, the modified momentum equations for the

imulation of phase change are modeled similarly to the non-

ivergence free conditions with the interface velocity extension ap-

roach considered by Tanguy et al. [33] . In this new test, the pre-
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Fig. 2. Uniform expansion of a spherical bubble at constant mass rate. Expanding bubble volume and dispersed bubble velocity for the different grid resolutions examined. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Absolute error versus grid resolution for the test case of a bubble expanding 

at constant mass transfer rate. 
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viously evaluated MICLS advection algorithm is merged with the

projection method to obtain the pressure and velocity coupling.

We still consider the case of a uniformly expanding spherical bub-

ble in the absence of gravity, a case which does not require the

solution of the energy equation. The growth of the spherical bub-

ble is due to the imposed uniform mass transfer rate and the non-

divergence free condition of the simple velocity extension is con-

sidered within an interface region of finite thickness, ± 6 �h . 

Tanguy et al. [33] performed a 2D simulation of this prob-

lem with a dimensional reference bubble diameter of ˜ D = 0 . 002 m

placed at the center of a square domain of length 

˜ l = 4 ̃  D . Fol-

lowing these previous studies [33,39] , we assume the physical

properties of liquid water and air at 1 atm with density of liq-

uid, ˜ ρl = 10 0 0 kg/m 

3 , density of gas, ˜ ρv = 1 kg/m 

3 , dynamic viscos-

ity of liquid, ˜ μl = 1 . 0 × 10 −3 kg/m s and dynamic viscosity of gas,

˜ μv = 1 . 78 × 10 −5 kg/m s, with a constant surface tension coefficient

of ˜ σ = 0 . 07 N/m and uniform mass transfer rate of 0 . 1 kg m 

−2 s −1 . 

Here, we present a 3D validation on a cubic computational do-

main discretized using a uniform mesh with 64 3 , 128 3 , 256 3 and

512 3 grid points, corresponding to a grid size �h in units of the

initial bubble diameter, d(0) /N d = 1 / 16 , 1/32, 1/64 and 1/128. Pe-

riodic boundary conditions are imposed in the x and y directions

and homogeneous Neumann boundary conditions on the top and

bottom boundaries. The constant time step is �t = 1 . 0 × 10 −6 ow-

ing to the high density and dynamic viscosities ratios, ρ = 1 . 0 ×
10 −3 and μ = 1 . 78 × 10 −2 . The non-dimensional parameters defin-

ing the test case are based on a reference length equal to the initial

bubble diameter, ˜ L = 

˜ D is 0.002 m , reference velocity, ˜ U = 

√ 

˜ D ̃ g =
0 . 14 m/s and reference time scale, ˜ t = 

˜ D / ̃  U = 0 . 01427 s . Using the

liquid as the reference phase, the Reynolds number is Re = 280 and

the Weber number is W e = 0 . 56 . Here, the qualitative comparison

is carried out in terms of averaged bubble dispersed velocity, u disp ,

defined as 

u disp = 

√ 

u (x ) 2 + u (y ) 2 + u (z) 2 , (35)

and reported in terms of u d = u disp / ̃
 U . The time evolution of the

non-dimensional expanding bubble volume, V ( t ), and of the di-

mensionless bubble dispersed velocity, u d are displayed in Fig. 2 (a)

and (b) for the different grid sizes under consideration. The re-

sults show that for the fine grid size, �h smaller than 1/32, both

the bubble volume and the average dispersed velocity obtained

from the present MICLS method becomes independent of the grid

resolution. Deviations are observed for the coarse grid resolution
f 1/16. To accurately capture the interface dynamics and flow

hysics, a minimum grid size per unit bubble diameter of �h =
 / 32 is therefore required. 

The order of convergence, defined by the absolute or L 1 error

orm at the various grid resolutions, is shown in Fig. 3 . Recalling

hat the order of convergence of the LS with mass correction is

etween first and second order, see Fig. 1 (c), coupling the LS ad-

ection with mass correction (MICLS) with the projection method

educes it to first order accurate. However, the simple interface

host velocity extension of the present 3D problem is computa-

ionally cheaper than the 3D extension in Tanguy et al. [33] , due

o the iterative solution at each time step of a Poisson equation for

he ghost velocity extension. This requires approximately twice the

omputational cost than without the ghost velocity extension [37] .

s 

.3. Extrapolated interface temperature for two-phase flows 

At the liquid-vapor interface, both temperature and heat flux

re continuous and are written as ˜ T � = 

˜ T �,l = 

˜ T �, v and q ′′ 
�

= q ′′ 
�,l 

=
 

′′ 
�, v , respectively. The local heat flux, q ′′ = −˜ k ∇ ̃

 T n is computed us-

ng Fourier’s law of heat conduction. The temperature gradient,
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Fig. 4. 1D Steady solution of the two-phase flow with heat transfer without phase 

change. 

 

n  

t  

o  

a  

w  

a  

w  

t  

v  

i  

t  

s  

T  

c

a  

t  

i  

P  

o  

h

3

 

f  

a  

l  

v  

t  

a

 

t  

a  

c  

a  

i  

i  

[  

c  

t

a  

o  
 ̃

 T n is therefore discontinuous across the interface and should be

omputed independently from either side of the liquid-vapor in-

erface [43,45] . In the literature of piecewise linear interface cal-

ulation based volume of fluid (PLIC-VOF)method [23,43,45] , the

iquid-vapor interface is approximated as a flat plane in the com-

utational cell, leading to the following energy balance as 

˜ k v 
˜ T � − ˜ T v 

�n v 
= −˜ k l 

˜ T l − ˜ T �
�n l 

, (36) 

here �n denotes the distance to from a nodal point to the in-

erface in the normal direction. From the above relation, the 1D

nterfacial temperature for the two-phase flow is written as 

˜ 
 � = 

˜ k v ̃  T v �n l + ̃

 k l ̃  T l �n v 

˜ k v �n l + ̃

 k l �n v 
, (37) 

hich becomes in dimensionless form, θ , 

� = 

k i θv �n l + θl �n v 

k i �n l + �n v 
. (38) 

This interpolation provides the fixed interface temperature,

hich is also the saturation temperature at the system pressure.

owever, to extend this simple 1D interpolation approach of tem-

erature Eq. (38) into numerical study of 2D or 3D problems is

enerally difficult. Hence, PDE based ghost extrapolations such as

onstant, linear and quadratic approaches are proposed in the lit-

rature [33,35,96] to accurately solve the heat flux normal to the

nterface for 3D problems. The main advantage of these ghost ex-

rapolation approaches is that both momentum and energy equa-

ions are solved independently in the liquid phase and vapor phase

imilar to Tanguy et al. [33] . 

In the present numerical study, the PDE based second-

rder ghost linear extrapolation is adopted, similarly to Aslam

96] and Tanguy et al. [33] . Here, the linear extrapolation of non-

imensional temperature, θ is considered based on following pro-

edures. In first step, the directional derivative of temperature in

he normal direction, θn is defined in the region where tempera-

ure, θ is known in one phase with LS function, φ ≤ 0 as 

∂θ

∂n 

= n · ∇θ . (39) 

In second step, the above scalar function can be extrapolated in

nother phase region, φ > 0 via PDE with following expression as

∂θn 

∂τ
+ H(φ) n · ∇θn = 0 . (40)

This equation is solved until it reaches the steady state, where

he characteristic wave speed is unity and steady PDE becomes

 · ∇θn = 0 . Finally, after solved the directional derivative every-

here in the region, φ > 0, then we solve the non-dimensional

emperature, θ as 

∂θ

∂τ
+ H(φ) ( n · ∇θ − θn ) = 0 . (41)

Here, the Heaviside function, H ( φ) is used to not disturb the

nown values of temperature in the region, φ ≤ 0. In the GFM, a

arrow band of points near the interface is used to populate ghost

ells. 

To validate the linear extrapolation of the temperature across

he interface, a simple plane interface with 1D steady state is

olved similar to test case considered by Son and Dhir [82] . Here,

 3D unsteady, laminar, two-phase flow with heat transfer without

hase change process is used to obtain the 1D steady state solu-

ion. From this steady state solution, the linear temperature vari-

tions inside the superheated vapor phase and subcooled liquid

hase are obtained and compared with the temperature profile of

he analytical solution. 
In our test, a plane interface with non-dimensional film thick-

ess of height, δ = 0 . 25 is placed inside a unit cube computa-

ional domain. The domain is discretized with a uniform grid size

f 128 3 , with periodic boundary conditions imposed in both X

nd Y directions. The bottom boundary consists of a no-slip wall

ith superheated non-dimensional temperature, θw 

= 1 imposed

s Dirichlet condition, whereas the top boundary is a no-slip wall

ith the subcooled non-dimensional temperature θw 

= −1 . Ini-

ially, both phases are at saturation temperature, θ = 0 , with zero

elocity in the whole domain. The unsteady temperature equation

s solved independently in the liquid and vapor phase similarly

o the ghost extrapolation approach of [33,57] and the numerical

imulation carried out until the steady state solution is reached.

he temperature variations inside both superheated vapor and sub-

ooled liquid water at its near critical conditions of ˜ p sat = 219 bar

nd 

˜ T sat = 646 . 15 K are considered. The comparison of the linear

emperature obtained from the numerical and analytical solution

s shown in Fig. 4 . The good agreement in the figure indicates the

DE-based second-order accurate linear ghost temperature extrap-

lation can be further used to simulate 3D two-phase flows with

eat and mass transfer. 

.4. Ghost fluid method (GFM) based phase change model 

Next, we examine the ghost fluid method (GFM) for inter-

ace heat and mass transfer. The present GFM model is validated

gainst the benchmark case of the one-dimensional Stefan prob-

em considered in [23,35,38,42] . In this test, the interface normal

elocity due to the phase change is varying non-uniformly both

emporally and spatially and it is calculated based on the temper-

ture gradient across the finite thickness of the interface. 

We compare the transient evolution of the plane interface

hickness obtained from the present numerical study with the

nalytical solution of the 1D Stefan problem. Here, we consider

onstant thermophysical properties of liquid water and its vapor

t near critical conditions of ˜ p sat = 219 bar and 

˜ T sat = 646 . 15 K as

n [24,46] . The non-dimensional variables are based on the cap-

llary length computed with constant thermo-physical properties

1] . A film of initial thickness δ = 0 . 15 is placed inside the unit-

ube computational domain shown in Fig. 5 (a). The 3D computa-

ional domain is uniformly discretized using a grid size of 128 3 

nd the simulations run with a uniform time step �t = 10 −5 . Peri-

dic boundary conditions are imposed in the wall-parallel plane.
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Fig. 5. Visualization of the interface at different instants from the numerical solution of the 1D Stefan problem with non-uniform phase change. 

Fig. 6. The transient evolution of the interface thickness and velocity field for the 1D Stefan problem. 
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The bottom boundary is a no-slip wall at superheated temper-

ature � ˜ T sup = 25 K and corresponding dimensionless temperature

θw 

= 1 , whereas the top boundary is a zero gradient/open bound-

ary. Initially, liquid is at saturated condition, θ = 0 , and a linear

temperature profile is initialized in the thin layer of vapor at the

superheated bottom wall. The initial velocity field is set to zero

in the whole domain. Continuous heat transfer takes place be-

tween the superheated bottom wall and the adjacent quiescent va-

por phase so that a thermal boundary layer develops inside the

vapor region which drives the plane interface upwards due to heat

and mass transfer normal to the interface, see Fig. 5 (b). 

The transient evolution of the plane interface thickness and the

corresponding interface normal velocity obtained from the present

3D MICLS-GFM based phase change are reported in Fig. 6 (a) and
b). Both the interface film thickness and normal velocity dis-

lay close agreement with the analytical solution. Concluding, the

resent GFM based interface heat and mass transfer model can be

sed to capture the flow physics and heat transfer rate for 3D boil-

ng flows. 

. Simulations of three-dimensional boiling flows 

The GFM based phase change model considered in the present

umerical study is further validated using 3D boiling flows such

s saturated film boiling over a horizontal plane surface [1] and

ubcooled boiling of a spherical vapor bubble inside a quiescent

iquid column [76] . 
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Fig. 7. Initial condition for the simulation of 3D film boiling. (a) Thin vapor film 

thickness and (b) Linear temperature profile. 

4

 

c  

t  

t  

r  

b  

p  

h  

v  

l  

f  

a  

t  

t  

t  

c  

o  

b  

t

 

t  

 

t  

i  

i  

e  

w  

c

a  

a  

l  

i  

b  

t  

T  

i  

l  

u  

Fig. 8. Interface morphology obtained at non-dimensional time, t = 34 . 77 from the 

grid sensitivity study of 3D saturated film boiling. 

Fig. 9. Interface morphology obtained at non-dimensional time, t = 34 . 77 from the 

time step convergence study of 3D saturated film boiling. 
.1. Saturated 3D film boiling 

Even though the surface heat transfer rate obtained from nu-

leate boiling is higher and most favourable for industrial applica-

ions, studies of film boiling are carried out in the literature mostly

o understand the accidental situations encountered in industrial

eactors and boilers [1] . Here, we simulate a single-mode (one

ubble dynamics) saturated film boiling of water over a horizontal

lane surface. A thin layer of vapor film completely covers a super-

eated flat surface and the mass transfer takes place at the liquid-

apor interface, see initial configuration in Fig. 7 . This thin vapor

ayer acts as a blanketed insulating layer between the heated sur-

ace and the quiescent saturated liquid. As above, periodic bound-

ry conditions are imposed in the wall-parallel directions whereas

he bottom boundary is a no-slip wall with uniform superheated

emperature ˜ T w 

= 

˜ T sat + � ˜ T sup and corresponding non-dimensional

emperature of θsup = 1 . At the top boundary, we impose outflow

onditions with zero temperature gradient. Due to the evaporation

f the liquid, the liquid-vapor interface becomes unstable and a

ubble is generated. The spherical vapor bubble grows in size, de-

aches from the interface and rises upwards due to buoyancy. 

In our numerical simulations, constant thermophysical proper-

ies are assumed for water and its vapor at saturation conditions

˜ p sat = 219 bar and 

˜ T sat = 646 . 15 K. The superheated temperature of

he bottom plate, � ˜ T sup = 10 K is used similar to numerical stud-

es of 2D film boiling in [23–25,37,38,43,46] and 3D film boiling

n [1,41,45] . For the results presented here, the characteristic refer-

nce quantities are based on the thermophysical properties of the

orking fluids [1,38,43] . Based on dimensional analysis [1,38] , the

apillary length scale is ˜ λo = 

√ 

˜ σ
˜ g ( ̃ ρl − ˜ ρv ) 

, the time scale ˜ t o = 

√ 

˜ λo 
˜ g 

nd the velocity scale ˜ U o = 

√ 

˜ λo ̃  g . Rayleigh-Taylor instability (RTI)

rises due to the presence of a high-density liquid phase over the

ow-density vapor phase, whose critical length-scale is expressed

n terms of the capillary length as ˜ λc = 2 π ˜ λo . In 2D and 3D film

oiling flows, the most dangerous unstable wavelength is related to

he critical wavelength, ˜ λd2 = 

√ 

3 ̃ λc and 

˜ λd3 = 

√ 

2 ̃ λd2 , respectively.

he size of the computational domain for film boiling problems

s therefore typically based on this most dangerous Taylor wave-

ength [38,43] . As in [1] , the rectangular computational domain we

se has size 1 × 1 × 2 in terms of the 3D most dangerous Taylor
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Fig. 10. Transient evolution of the interface morphologies for the 3D film boiling of water and its vapor at ˜ p sat = 219 bar and ˜ T sat = 646 . 15 K using an uniform wall superheat 

of � ˜ T sup = 10 K, with corresponding Jacob number, Ja v = 12 . 735 . 
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wavelength, ˜ λd3 . Moreover, initially, the unstable thin vapor layer

has a perturbed thickness, δ( X, Y ) Z 

δ(X, Y ) Z = δo + a w 

[ 
cos 

(
2 πNX 

L 

)
+ cos 

(
2 πNY 

W 

)] 
, (42)

where, δo = 0 . 125 L is the initial unperturbed vapor film thickness,

a w 

= −0 . 05 is the perturbation wave amplitude and N = 1 is the

perturbation wave number. A linear temperature profile is ini-

tialised inside the superheated vapor film. The bulk liquid phase is

at saturation temperature, θ = θsat = 0 . The perturbed vapor film
l 
hickness, δ( X, Y ) Z and initial linear temperature profile, θ are dis-

layed in Fig. 7 . 

For boiling flows, the grid resolution and time step are depen-

ent on the operating conditions of the working fluids [1,23] . In

his study, the rectangular domain is discretized using a uniform

rid size with 32 × 32 × 6 4, 6 4 × 6 4 × 128, 96 × 96 × 192

nd 128 × 128 × 256 cells. The time step, �t is calculated with

 constant CFL number, c = 0 . 001 and uniform wall superheat,
˜ T sup = 10 K. The instantaneous liquid-vapor interface morphology

t non-dimensional time, t = 34 . 77 is shown in Fig. 8 for the var-

ous grid resolution considered. The interface represented by the
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Fig. 11. Transient distribution of the non-dimensional temperature during 3D film boiling of water and its vapor at ˜ p sat = 219 bar and ˜ T sat = 646 . 15 K using a uniform wall 

superheat of � ˜ T sup = 10 K, corresponding to a Jacob number, Ja v = 12 . 735 . 
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eaviside function value H(φ) = 0 . 5 , shows smaller deviations at

he two highest grid resolutions considered 96 × 96 × 192 and

28 × 128 × 256. The mesh domain with 128 × 128 × 256 grid

ells is therefore adopted for the following simulations. 

In computations, the selected time step must satisfy the CFL

ondition as well as the capillary constraint [46] . We therefore ex-

mine the convergence for various CFL numbers, c = 0 . 01 , 0.004,

.0 02 and 0.0 01 for the uniform grid of size 128 × 128 × 256.

ig. 9 displays the bubble interface obtained with the different val-

es of the CFL number. The differences are negligible for CFL num-
ers c = 0 . 002 and c = 0 . 001 . For the next simulations, we there-

ore choose a CFL number equal to 0.001. 

Next, we investigate saturated film boiling of water and its va-

or at saturation condition ˜ p sat = 219 bar and 

˜ T sat = 646 . 15 K with

 wall superheat, � ˜ T sup = 10 K, corresponding to a vapor phase Ja-

ob number, Ja v = 12 . 735 . The transient evolution of the vapour

lm thickness during the formation of the first bubble is shown

n Fig. 10 . The thin perturbed vapor layer gradually grows into

 large spherical bubble, which detaches and rises upwards due

o buoyancy. The formation of a stable vapor column is observed
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Fig. 12. Space and time averaged Nusselt numbers obtained from 3D film boiling of 

water and its vapor at wall superheat of 10 K. Nu B is the prediction from the semi- 

empirical correlation of Berenson [110,112] , whereas the space and time averaged 

Nu A and Nu t are defined in the text. 
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at � ˜ T sup = 10 K, with the periodic bubble release cycle occurring

at the tip/end of the vapor column. The formation of similar sta-

ble vapor columns has been observed in the experimental study

[108] and in several 2D numerical studies [24,35,43,46,109] . The

non-dimensional temperature distributed at the centre of xz-plane

is shown in Fig. 11 for the same test case with time step as in

Fig. 10 . The temperature distribution inside the vapor phase is su-

perheated whereas the surrounding liquid phase is at the satu-

ration condition. The temperature field displays variations corre-

sponding to the periodic bubble release cycle. 

For the heat transfer analysis, we compute the variations of lo-

cal Nusselt number, Nu x,y , a space averaged Nusselt number, Nu A 
and the time averaged Nusselt number, Nu t over the superheated

flat surface [24,37] as 

Nu x,y = 

˜ λo 

˜ λd3 

∂θ

∂Z 
, (43)

N u A = 

1 

A 

∫ A 

0 

N u x,y dA, (44)
Fig. 13. Transient evolution of a spherical bubble radiu
 u t = 

1 

t 

∫ t 

0 

N u A dt. (45)

In laminar film-boiling studies, the semi-empirical correlations

f Berenson [110] for Nu B and Klimenko [111] for Nu K are usually

onsidered [45] , 

u B = 0 . 425 

(
Gr v P r v 

Ja v 

) 1 
4 

, (46)

u K = 0 . 19 ( Gr v P r v ) 
1 
3 . (47)

For the conditions of our film boiling simulations, the aver-

ged Nusselt numbers calculated from the correlations of Beren-

on [110,112] , Nu B and Klimenko [111] , Nu K are 3.696 and 7.935,

espectively. The transient variations of the space averaged Nusselt

umber Nu A and the time averaged Nusselt number Nu t obtained

rom the present 3D film boiling are therefore compared with the

emi-empirical correlation of Berenson [110,112] in Fig. 12 . This re-

ult indicates that the space averaged Nusselt number fluctuates

ver the horizontal plane superheated surface due to variations in

he vapor film thickness, with the peak of the space averaged Nus-

elt number is corresponding to lower thickness of the vapor film.

he time averaged Nusselt number, Nu t obtained from the MICLS-

FM method is Nu t = 3 . 9 which slightly deviates from the semi-

mpirical correlation of Berenson [110,112] by 5.4%. 

.2. Subcooled condensation of a spherical vapor bubble 

The mass conservative LS method is further used to simulate

D subcooled pool boiling flow for high density and viscosity ra-

ios. A saturated spherical vapor bubble is placed inside a pool

f quiescent subcooled liquid water. The water and its vapor are

tudied at two different operating conditions of saturated pres-

ure and temperature of ˜ p sat = 1 bar, ˜ T sat = 373 K and ˜ p sat = 30 bar,
˜ 
 sat = 506 . 7 K for three liquid subcooled temperatures, � ˜ T sub of 5 K ,

2 K and 30 K . The evolution of the condensing bubble volume and

ts relative or dispersed velocity are examined below. 

Following the experimental study of Kim and Park [71] and nu-

erical study of Bahreini et al. [76] , we consider a spherical vapor

ubble of diameter, ˜ D = 4 . 7 mm . The bubble size reduces due to

he subcooled surrounding liquid. 

We examine different grid resolutions, �h = d(0) /N d = 1 / 16 ,

/24, 1/32, 1/48 and 1/64, while neglecting the acceleration due
s in subcooled boiling at various grids resolution. 
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Fig. 14. Subcooled boiling of saturated water at ˜ p sat = 1 atm and ˜ T sat = 373 K with subcooled temperature, � ˜ T sub = 30 K without and with gravity. 

Fig. 15. Subcooled boiling of water at ˜ p sat = 1 atm and ˜ T sat = 373 K at different subcooling temperatures, � ˜ T sub . 
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o gravity. The time step, �t is calculated at uniform CFL num-

er, c = 0 . 001 . A static spherical bubble is initially placed in-

ide the non-dimensional cubic computational domain of size,

 d (0) × 2 d (0) × 2 d (0). The time history of the non-dimensional

ubble radius, r ( t ) obtained at various grid resolutions is shown in

ig. 13 (a). From these results it is observed that the condensation

f the static bubble is significantly affected by the grid resolution;

n particular, the condensation rate is over-predicted by a coarse

rid with insufficient resolution. The ratio of surface area to con-

ensing bubble volume, a b / v b is higher for a small bubble, leading

o very fast condensation when the bubble diameter becomes close

o two or three grid sizes, �h [77] . Therefore, the bubble radius

educes faster when using the coarser grid. The steep gradients of

he interface heat and mass flux become inaccurate, which needs

o be addressed with adequate grid refinement. Fig. 13 (b) shows

he variation of the bubble radius at different grid resolutions at

xed dimensionless times, t = 228 . 415 and 456.83, showing that

he results tend to converge at the highest resolutions considered.

hus, to obtain accurate flow and heat transfer data at a reasonable

omputational cost, the resolution of 48 cells per bubble diameter

s used for the simulations of subcooled boiling flow. 

The effect of the buoyancy-driven rising motion and condensa-

ion of bubbles inside a quiescent subcooled liquid is important for
he cooling of condensers, boilers and nuclear reactors [113] . We

herefore examine the potentiality of our method for the case of

ubcooled pool boiling of buoyancy-driven upward rising bubbles

n water at saturation conditions ˜ p sat = 1 atm and 

˜ T sat = 373 K with

ubcooled temperature, � ˜ T sub = 30 K. The time history of the con-

ensing bubble radius, r ( t ) and the corresponding non-dimensional

ispersed bubble velocity, u d are shown in Fig. 14 (a) and (b) for

 case without and with gravity. As expected, the data show that

he condensation of the bubble is faster in the presence of grav-

ty, as is the magnitude of the dispersed velocity. Owing to the

uoyancy-driven motion, the bubble undergoes larger deforma-

ions, which also further enhance the condensation, as clearly ob-

erved in Fig. 14 (a). 

Next, we consider the effect of temperature and simulate a sys-

em of saturated water and its vapor at ˜ p sat = 1 atm and 

˜ T sat =
73 K, for the subcooled temperatures, � ˜ T sub of 5 K , 12 K and 30 K ,

s shown in Fig. 15 . A high pressure case, with saturation condi-

ions ˜ p sat = 30 atm, and 

˜ T sat = 508 . 15 K at various subcooled tem-

eratures, � ˜ T sub of 5 K , 12 K and 30 K , is shown in Fig. 16 (a) and

b). The condensation rate of the spherical bubble increases with

ncreasing subcooling of the bulk liquid. The bubble dispersed ve-

ocity magnitude decreases when increasing the subcooling of the

ater. Due to the change in thermophysical properties of water
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Fig. 16. Subcooled boiling of water at ˜ p sat = 30 atm and ˜ T sat = 508 . 15 K at different subcooling temperatures, � ˜ T sub . 

Fig. 17. The spherical bubble collapsing time at various liquid subcooled tempera- 

tures for 3D subcooled boiling of water and its vapor at various pressure conditions, 

˜ p sat of 1 bar and 30 bar . 
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at different saturation conditions, the condensation rate decreases

when increasing the saturation pressure. 

Finally, we compare the dimensionless bubble collapsing time

at different liquid subcooling temperatures and for different sat-

uration pressures in Fig. 17 . The non-dimensional bubble collaps-

ing time for the saturation condition ˜ p sat = 30 bar is higher than

at ˜ p sat = 1 bar as already noted. It is also observed that at fixed

saturation conditions, the non-dimensional bubble collapsing time

decreases when increasing the liquid subcooling, � ˜ T sub . 

5. Conclusions 

In this numerical study, we present a mass-conserving

interface-correction level-set (MICLS) algorithm, based on the

ghost-fluid method (GFM), to perform direct numerical simulations

of three-dimensional boiling flows. For the velocity-pressure cou-

pling, a staggered grid based projection method with fast pressure

Poisson solver is employed. The interface jump conditions due to

phase change are modeled by a second-order accurate linear ghost

extrapolation approach. The divergence condition at the interface

(non-zero for phase change) and corresponding normal velocity is

computed using a simple ghost-velocity extension approach. The
resent GFM-based phase-change model is extensively evaluated

ased on both qualitative and quantitative analyses. Validations of

he advection algorithm and linear extrapolation for ghost velocity

xtension, ghost temperature and ghost interface mass flux across

he interface are considered, and different phase-change bench-

ark cases are presented. The overall results are summarized be-

ow. 

1. To evaluate the modified LS advection, re-distancing and

curvature-dependent mass correction for phase change prob-

lems we consider the expansion of a spherical bubble at uni-

form rate. We compare the evolution of the dimensionless bub-

ble diameter and absolute error or L 1 error norms obtained us-

ing a classical LS method, the MICLS with exact reference vol-

ume and the MICLS with modified reference volume with the

analytical solution, reporting close agreement with the analyt-

ical solution. The modified MICLS accurately captures the bub-

ble dynamics even under coarse grid resolutions, thus offering

lower computational costs than the classical LS method. 

2. We validate the MICLS with the projection method for velocity-

pressure coupling, with GFM surface tension and the ghost ve-

locity extension across the interface for the test case of uniform

phase change. On each cell, a momentum equation for the fluid

velocity and ghost fluid velocity components are independently

solved with a continuous jump condition. Comparing with the

analytical solution, we conclude that a minimum dimensionless

grid size of 32 cells per unit diameter is necessary to correctly

capture the interface morphology and flow physics. 

3. To validate the computation of the non-uniform interface nor-

mal velocity due to heat and mass fluxes across the interface,

a one-dimensional Stefan problem is considered, for which an

analytical solution exists. Comparisons are presented for the

non-dimensional plane interface thickness and interface non-

uniform velocity. 

4. To further validate the MICLS-GFM method for 3D boiling

flows, we present results for 3D single-mode saturated film

boiling of water at near-critical conditions of saturated pres-

sure, ˜ p sat = 219 bar and saturated temperature, ˜ T sat = 646 . 15 K

over a horizontal plane superheated surface at wall superheat-

ing of � ˜ T sup = 10 K, with corresponding vapor Jacob number,

Ja v = 12 . 375 . The dimensionless interface unstable film thick-

ness, non-dimensional temperature distribution, space-averaged

Nusselt number and time-averaged wall Nusselt number show

trends similar to 2D and 3D film boiling studies in the liter-
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ature. The time averaged Nusselt number obtained with the

present MICLS-GFM method is found to deviate by 5.4% with

respect to the value from the semi-empirical correlation of

Berenson [110,112] . 

5. To evaluate the present MICLS-GFM model for cases with high

density and viscosity ratios, we consider water and its vapor

at saturation conditions of ˜ p sat = 1 bar and ˜ p sat = 30 bar. We

therefore simulate 3D condensation of a saturated spherical wa-

ter vapor bubble placed inside a pool of subcooled liquid water.

The rate of bubble condensation is evaluated with and with-

out gravity effect at different subcooling temperatures. The time

history of the bubble dynamics is computed based on the non-

dimensional bubble shrinking diameter. We observe that: 
• the subcooled boiling shows lower rate of bubble condensa-

tion and lower magnitudes of bubble dispersed velocity in

the absence of gravity, due to the absence of buoyancy ef-

fects. 
• the increase of liquid subcooling increases the bubble con-

densation rate due to higher mass flux, and leads to faster

bubble collapsing with lower magnitudes of dispersed bub-

ble velocity. 
• The interface mass flux is depends on the thermophysical

properties and latent heat of the working fluids. The ratio

of thermophysical properties and latent heat of vaporiza-

tion of the water and its vapor at saturation condition of

˜ p sat = 1 bar is higher as compared to saturation condition of

˜ p sat = 30 bar. Hence, the bubble condensation rate is higher

for the water at saturation condition of ˜ p sat = 1 bar. How-

ever, the magnitudes of the condensing bubble dimension-

less dispersed velocity is lower for water and its vapor at

saturation condition of ˜ p sat = 1 bar. 
• Finally, the non-dimensional bubble collapsing time for the

saturation condition of ˜ p sat = 30 bar is higher due to the

lower rate of bubble condensation. At fixed saturation con-

ditions, the non-dimensional bubble collapsing time de-

creases by increasing in the liquid subcooling, � ˜ T sub . 
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